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Abstract— In the last years, the artificial neural networks
(ANN) have proved an attractive approach to non-linear
regression problems arising in environmental modeling, such
as short-term forecasting of atmospheric pollutant
concentrations, rainfall run-off modeling and precipitation
now casting using radar, satellite or meteorological data. This
neural network scheme enables the network to account for
any variability in the relationship between radar
measur ements and precipitation estimation. ThIS precipitation
estimation sch is a good o

competing dem accuracy
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Radar is a
estimation on
for the remot
measurements has been an active research topindioy
years. The problem of rainfall estimation on theumd
based on radar measurements is complicated bechtisa
space—time variability of the rainfall field. Thaimfall rate
R obtained on the ground can be potentially dependent
the four-dimensional structure of precipitationfalghree
spatial dimensions and time). In principle, one chtain a
functional approximation between the rainfall one th
ground and the 4D radar reflectivity observati@haloft.

This function will be more complicated than a sigHR
algorithm or a multi parameter radar rainfall alton.
Therefore the ground rainfall estimation can beveie as a
complex function approximation problem.

Neural networks are well suited for this problemd ghe
theoretical basis is provided by the universal fiomc
approximation theorem (Funahashi 1989). Recentareke
has shown that neural network techniques can bd use
successfully for ground rainfall estimation fromdaas
(Xiao and Chandrasekar 1995, 1997) and other such
applications (Krasnopolsky et al. 1995). This tegha
includes two stages, namely, 1) the training ardilagon
stage and 2) the application stage. In the traistage, the
neural network learns the potential relationshipwvieen the
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rainfall rate and the radar measurements from iairigh
dataset. When a radar measurement set is appliddeto
neural network, the network yields a rainfall-rastimate

as output. This output is compared with the raimgga
measurement, and their difference or the error is
propagated back to adjust the parameters of theonlet
This learning process is continued until the nelwor
converges. Once the trammg process is complete, a
ate and the rada
etwork is réady
vector subsiygue
alleastimate.
ages in the coofext
peasurements. The
ents and ranateal

the radar system characteristics. The neural n&teem be
tuned very well for one specific kind of storm or Eeveral
storms. Once the neural network is trained, itesents a
relation between radar measurements and rainf@dl ta
the training dataset is large enough and repretbenta
enough, the neural network can perform very wéll [1

II. NEURAL NETWORK

The structure of the ANN system used in this paper
consists of three node layers: an input layer dadm layer
and an output layer. The nodes in the input layemsfer
the input data (average reflectivity measurementg)l the
nodes the hidden layer. The great power of newaorks
stems from the fact that it is possible to “traitiiem.
Training is affected by continually presenting tregworks
with the “known” inputs and outputs (targets) and
modifying the connection weights between the irdliail
nodes and the biases. The output of the network is
weighted sum of the outputs of the hidden layeroum
case, the ANN network was trained with the learning
algorithm based on the back-propagation of errors.
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Learning by error back-propagation (like in all supsed

Rain fall in INDORE from 2007-to-2010

methods) is carried out in cycles, called “epoch®he 40— ; ‘ ; ! S
epoch is a period in which all input-target paire a O NS WS DS SR N SR (=t o
presented once to the network. The weights aresciau : : : ;

after each input-target pair produces an outputoveand SIRPEIS 5 WERP ESPPORIESS SPRMNON NTRIOIS | OISR SRS SRS &
the errors from all output componengse squared and ; ; : ; ;
summed together. The back-propagation algorithhovd ] I S I S At S 1 I A A Al X
the gradient descent on the error surface. Thisga® is Eolo o ]
controlled by two parameters: the learning rate and E

momentum. The learning rate scales the magnitudact ﬁzoa-------i-- b b
step, down the error surface, taken after each [imp < ; ; ; ; ; ; ; ; ;
calculation in the network (epoch). The momenturts ac Bl S e B S B R N
like a low pass filter, smoothing out progress oseme wooboit b e e
small bumps in the error surface by remembering the ; ‘ ‘ ; ' _ ‘ ‘ ;
previous weight change. The neural networks arenoft ] RS FRE TN Y N CRCI PO (NI A1 e s |4
affected by the effect called overtraining or offging. An | i i i | | i
over trained neural network memorizes the smaihitng R TTR :d MPTTI +0 S TR T

Menth

Figurel: Training Data

MNeural Network Scheme for Radar Rainfall Estimation of indore - year : 2011
T

set instead of generalizing the data and conselguent
performs badly on new datg. on the validation set. In
this work, the overtraining (or over fitting) wast&ipated
by the so-ca i
implemented

. . 500 T T T T T T
cross-validatio : : : : : : N ]
H B H H H H il stimete
neural networ ] I N P T PR Y | S s S S
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The data to .

Hydromet division, India Meteorological Departmeiot
Indore district.

The Neural Network has built using Neural Network
toolbox of MATLAB (R2009a).

From the data the neural network has trained astdde

Avg. Rainfall (mm)
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IV. RESULT ,
The Neural Network trained using the rain gauge dat T T
and the radar input data from year 2007 to 2018hasvn Figure2: Test Results

in below:
V. CONCLUSION

The Rainfall estimation based on neural network to
estimate rainfall is described here. This technigae be
used for rainfall estimation. Data from years 202008,
2009 and 2010, 2011 over Indore were used to eteathe
performance of this technique against rain gauge
measurements.
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