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Abstract – Most of the models for lung cancer 

classification based on lung cancer image are various 

types of the classification model with binarization 

image pre-processing. This research work proposes a 

method based on Random forest classifier for lung 

cancer image classification from the given database 

images. Feature extraction of the image is 

accomplished using LBP (Local Binary Pattern) and 

GLCM (Grey Level Co-occurrence Matrix). Then the 

extracted features are classified by the Random forest 

classifier. This work provide the confusion matrix with 

sensitivity, specificity and accuracy for LBP, GLCM 

and Hybrid (LBP+GLCM) based approaches.   

 

Keywords – GLCM, LBP, Lung Cancer, SCLC, 

NSCLC. 

 

I. INTRODUCTION 

 

Lung cancer is the leading cause of cancer death in 

men and the second in women (after breast cancer) 

in the countries of the European Union. 85% of 

patients diagnosed with lung cancer die from the 

tumor. The incidence of lung cancer increases with 

age, so as the population ages, it can be anticipated 

that the number of patients with this tumor will 

continue to increase. 

Lung cancer according to the histopathological 

classification is divided into small cell lung cancer 

(SCLC) and non-small cell lung cancer (NSCLC) 

[1]. 

The NSCLC accounts for approximately 85% of this 

type of tumor and the SCLC is 15%. The SCLC 

grows faster than the non-small cell [2]. 

Although this characteristic makes the former more 

susceptible to cytotoxic drugs, it also leads to an 

earlier development of metastasis. Basic staging 

systems are different for both large cancer groups 

and reflect the importance of defining the stage to 

determine prognosis and treatment [3]. 

Patients with SCLC and limited disease who do not 

receive treatment live approximately 3 months from 

the time of diagnosis. In the case of patients with 

SCLC and extended disease, it is 2 months [4]. 

However, in patients with treatment the median 

survival in patients with limited disease amounts to 

16-20 months with a percentage of patients alive at 

5 years of 20-25%, while in patients with extended 

disease is 7-9 months, with less than 5% of patients 

alive at 5 years. Between 60% and 70% of patients 

with SCLC have widespread disease at the time of 

diagnosis. 

The short survival times mentioned, reflect the rapid 

growth and metastasis associated with this 

histology. 

Patients with NSCLC after surgery have a 5-year 

survival for stage I of 55-65%, for stage II of 40-

50% and for stage IIIA of 20-25%. Overall survival 

at 5 years by adding chemotherapy can increase up 

to 69% [5]. 

At the time of diagnosis, only 20-30% of patients 

with NSCLC have a localized stage. Approximately 

50% of patients present advanced stage at the time 

of diagnosis [6]. 

The main objective of this paper is to implement a 

Lung Cancer Image Classification system using 

Random Forest Classifier. Feature extraction for the 

database image is done using LBP (Local Binary 

Pattern) and GLCM (Grey Level Co-occurrence 

Matrix) approaches. Performance evaluation is done 

using confusion matrix plot with sensitivity, 

specificity and accuracy. 
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II. PROPOSED METHODOLOGY 

A. System Model 
 

 
Figure 1: Flow diagram of proposed work 

 

Figure 1 shows the basic block diagram for proposed 

Lung Cancer Image Classification system. It 

consists of two modules; training and test. Rest of 

the methodology is explained as follows: 

 

B. Image Acquisition  

There are lung images from Japanese Society 

Radiology and Technology [7] used in this research 

work (93 normal lung images and 154 malignant 

lung images). It is divided into training data and 

testing data. The input image is of the size of 

2048×2048. 

 

C. Feature Extraction 

There are two features have been considered for 

proposed lung cancer classification. 

1) Local Binary Pattern 

Lung image is separated into small region for 

computation of LBP for every region image pixel, 

further histogram of the LBP, is considered as 

feature vector of lung image. Let us N to form a large 

histogram representing the image of lung features. 

Efficacy of the LBP code as a lung index is 

explained by the fact that the LBP allows to 

characterize the details of a lung. All non-uniform 

LBPs are labelled with just a single label when only 

uniform LBPs are used, while each uniform codes is 

grouped in a single histogram. For example, when 

P=8, it has 58 uniform codes but the histogram is of 

dimension 59. Similarly P=6 produces a histogram 

of dimension 33. 

Given two histograms of 𝐿𝐵𝑃 𝐻1, 𝐻2 of two lungs, 

the subsequent phase is to use a metric to compute 

the similarity between these two histograms. In 

testing the three metrics 𝜒2, Histogram intersection 

and Log-likelihood statistic: 

𝜒2(𝐻1, 𝐻2) = ∑
(𝐻𝑖

1−𝐻𝑖
2)

2

𝐻𝑖
1+𝐻𝑖

2𝑖                 (1) 

2) GLCM (Grey Level Co-occurrence Matrix) 

The most commonly used method for 

mathematically measuring texture is the grey level 

co-occurrence matrix, or GLCM (Grey Level Co-

occurrence Matrix), based on 2nd order statistics. It 

is a histogram of the grey levels of two dimensions 

for a pair of pixels (reference pixel and neighbour). 

Training Module 

Test Module 

Feature Extraction using 

Local Binary pattern and 

GLCM 

 

Test Input Lung 

Cancer Image 

 

Feature Extraction 

using Local Binary 

pattern and GLCM 

Similarity Measure 

using Random Forest 

Classifier 

Result in terms of 

Accuracy, Precision and 

Sensitivity 

Lung Cancer 

Image Database 
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This matrix approximates the probability of joint 

distribution of a pair of pixels. 

Second Order: are the measures that consider the co-

occurrence relation between groups of two pixels of 

the original image and at a given distance. 

 

Texture Measures 

Up to this point we have detailed how a normalized 

matrix, expressed as probability, is created for a 

given spatial relationship between two neighbouring 

pixels. Once constructed, different measurements 

can be derived from this matrix, in this section some 

of them are defined, and the measurements whose 

calculations can be performed manually due to their 

simplicity are developed in greater depth. 

The following is a brief explanation of some textural 

measures: 

 

Homogeneity: 

It is calculated by equation (2). 

 

∑ 𝑃𝑖,𝑗
𝑁−1
𝑖,𝑗=0 /1 + (𝑖 − 𝑗)2             (2) 

 

Where 𝑃𝑖,𝑗 the probability of co-occurrence of gray 

is values 𝑖 𝑎𝑛𝑑 𝑗 , for a given distance.  

The difference between this GLCM averages the 

arithmetic mean of the grey values of the window 

pixels is noted. The mean in the co-occurrence 

matrix is not simply the average of the original 

values of the grey levels in the window. The value 

of the pixel is not weighted by its frequency per se, 

but by the frequency of its co-occurrence in 

combination of a certain value of the neighbouring 

pixel. 

 

Contrast: 

It is the opposite of homogeneity, that is, it is a 

measure of local variation in an image. It has a high 

value when the region within the scale of the 

window has a high contrast. 

∑ 𝑃𝑖,𝑗
𝑁−1
𝑖,𝑗=0 (𝑖 − 𝑗)2       (3) 

 

Where 𝑃𝑖,𝑗 the probability of co-occurrence of gray 

is values 𝑖 𝑎𝑛𝑑 𝑗 , for a given distance.  

Correlation: 

 

∑ 𝑃𝑖,𝑗
𝑁−1
𝑖,𝑗=0 [

(𝑖−𝜇𝑖)(𝑗−𝜇𝑗)

√(𝜎𝑖
2)(𝜎𝑖

2)

]  (4) 

 

The result is between -1 and 1. 

As it arises from the equation, this measure is 

calculated differently from the previous measures, 

so the information it provides is essentially different, 

it is independent of the other measures. Therefore it 

is expected that it can be used in combination with 

another textural measure. 

Some properties of the Correlation are: 

 An object has a higher correlation within it than 

between adjacent objects. 

 Nearby pixels are more correlated with each 

other than more distant pixels. 

 

D. Classification by Random Forest Classifier 

The random forest technique modifies the Bagging 

method applied here to trees by adding a de-

correlation criterion between these trees. The idea 

behind this method is to reduce the correlation 

without increasing the variance too much. The 

principle is to randomly choose a subset of variables 

that will be considered at each level of choice of the 

best node of the tree. 

Consider a training set 𝑆 = {(𝑥1, 𝑦1), … , (𝑥𝑚 , 𝑦𝑚)}, 

𝑎 has the number of attributes of the examples of 𝑋. 

Also consider 𝑆𝑡 a bootstrap containing 𝑚 instances 

obtained by resampling with replacement of 𝑆. Let 

{ℎ1, . . . ℎ𝑡} be set of 𝑇 decision trees. Each tree ℎ𝑡 is 

built from 𝑆𝑡. For each node of the tree, the 

partitioning attribute is chosen by considering a 

number 𝑓(𝑓 < 𝑎) of randomly selected attributes 

(among the attributes 𝑎). To classify a new instance 

𝑥, the random forest classifier performs a uniformly 

weighted majority vote of classifiers in that set for 

instance 𝑥. The algorithm illustrates this principle 

[8]. 

Algorithm: 

Input: 𝑆 = {(𝑥1, 𝑦1), … , (𝑥𝑚, 𝑦𝑚)}, the training set. 

Input: 𝑇, the number of decision trees in the random 

forest. 

   For 𝑡 = 1, . . . , 𝑇 do 

1. Generate a Bootstrap sample 𝑆𝑡 of size 𝑚 

from 𝑆 

2. Create a decision tree ℎ𝑡 from 𝑆𝑡 by 

recursively repeating for each node of the 

tree the following steps: 

a. Randomly select 𝑓 attributes among 𝑎 

attributes. 

b. Choose the partitioning attribute among 

𝑓 

c. Partition the node into two child nodes 

   End for 

Output: 𝐻, the random forest classifier 

 

 

III. SIMULATION AND RESULTS 

 

The performance of proposed algorithms has been 

studied by means of MATLAB simulation. 
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Figure 2: Confusion matrix plot for LBP based approach 

 

 
Figure 3: Confusion matrix plot for GLCM based approach 

 
Figure 4: Confusion matrix plot for GLCM-LBP based Hybrid 

Approach 

IV. CONCLUSION 

Lung cancer is one kind of dangerous diseases, so it 

is necessary to detect early stages. But the detection 

of lung cancer is most difficult task. From the 

literature review many techniques are used for the 

detection of lung cancer but they have some 

limitations. In the proposed method in which first 

step is image acquisition, and then feature 

extraction, and then these features are classified by 

the random forest classifier. The proposed system 

successfully detects the lung cancer from CT scan 

images. It can be said that the system achieve its 

desired expectation. The proposed system test 121 

types of lung CT images and obtains the result where 

overall success rate of the system is 95.9% which 

meet the expectation of system. 
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