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Abstract –Artificial intelligence (AI) and its 

benefits in the field of medicine have generated a 

great revolution. For this reason, we want to 

identify the supervised learning methods (a sub-

area of artificial intelligence) and the factors used 

for the prediction of diabetes that have been more 

significant in terms of technique (of which 

highlight decision tree and its derivatives) and 

results. For the identification of these methods, a 

systematic review of the literature was carried 

out. Machine learning methods were extracted 

from all the articles found to consider them as 

antecedents. There are several supervised 

learning methods that can predict diabetes in 

which some are hybrids and others pure, one 

better than others depending on the case study. 

Finally, after a review of the selected articles, the 

pre-processing stage in the development of these 

models is highlighted to achieve a higher 

precision score. 

 

Keywords – Artificial Intelligence, Supervised 

Learning, Diabetes Prediction. 

 

I. INTRODUCTION 

With the appearance of DENTRAL [1], the first 

expert system, whose objective was the inference of 

molecular structures, the enormous benefit of 

researching on how to improve existing methods or 

develop new methods of artificial intelligence was 

revealed. For this reason, they have been applied to 

the medical field with the aim of increasing success 

in medical cases [2] [3], such as the diagnosis of 

diseases or the detection of cancer cells. Due to this, 

many Machine Learning methods (supervised and 

unsupervised learning) have emerged for different 

clinical cases. This article will cover diabetes. 

The use of artificial intelligence is closer than you 

might think, particularly in medicine, it is already 

used as a support for doctors when detecting life-

threatening injuries on mammograms. In addition, 

we can mention the collaboration of AliveCor and 

Mayo Clinic, to develop a machine learning solution 

to determine the potassium levels in a person's blood 

through an electrocardiographic (ECG) signal from 

a smart watch. And the technology giants, Google 

AI and its DeepMind division, have carried out a 

work that allows the accurate evaluation of urgent 

eye conditions, the prediction of results in the 

hospital environment and a major prospective study 

of cancer pathology slides [4]. 

In 1980 the number of cases with diabetes was 108 

million people and this increased to 422 million in 

2014. Globally, cases with diabetes have prevailed 

in adults over 18 years of age, increasing from 4.7% 

in 1980 to 8, 5% in 2014. In 2015, approximately 1.6 

million deaths were directly caused by diabetes. 

Another 2.2 million deaths were attributable to high 

blood glucose levels in 2012. All of these data are 

from the World Health Organization (WHO) [5]. 

There are three main types of diabetes: type 1 

diabetes or insulin dependent, that is, the pancreas 

does not produce enough insulin to contribute to 

metabolism; the second, type 2 diabetes or diabetes 

mellitus or independent insulin, that is, the problem 

is the ineffective use of insulin; the third, gestational 

diabetes, that is, hyperglycemia during the 

pregnancy period and the possibility of having type 

2 diabetes on the part of the children and the mother. 

[5] 

On the other hand, the subjective use of one method 

over another can be counterproductive. In other 

words, replicating the method without considering 

the factors with which that precision was obtained 

with a method, which was indicated as the best for 
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the tested case, can yield results that are relatively 

false. 

The objective of this research is to know the most 

significant methods and factors for the prediction of 

diabetes and what tools are used to implement these 

solutions. This in turn will give a better idea when 

applying a supervised learning method to predict 

diabetes. 

II. LITERATURE REVIEW 

In this section some terms that are used later are 

conceptualized. 

A. Artificial Intelligence 

To define this term, one must first conceptualize 

intelligence, from the Latin “intelligence”. It is 

understood that intelligence is not one but several 

intelligences, and that each person has to some 

degree more than one than the other, this theory 

proposed by Howard Gardner in 1983, defines 7 

intelligences but others have been added until 

having 9 types of intelligences [3]: logical-

mathematical intelligence, visual-spatial 

intelligence, verbal-linguistic intelligence, 

intrapersonal intelligence, interpersonal 

intelligence, bodily / kinesthetic intelligence, 

naturalistic intelligence, musical intelligence and 

existential or spiritual intelligence. 

Due to the amplitude of the intelligences, it is 

difficult to measure them, even with the IQ test, 

which is only for logical-mathematical and visual-

spatial intelligence. [3] 

The best serious definition: intelligence is the ability 

to adapt, thus allowing them to solve the problems 

they encounter [3]. 

Then it will be said that artificial intelligence "is that 

the machine of the impression of being intelligent 

when solving a problem, for example imitating 

human behavior or implementing more flexible 

strategies than the ones allowed by classical 

programming" [3]. Here we find a certain notion of 

adaptability which is consistent with the previous 

definition of intelligence. 

In addition, the observation of the mathematician, 

cryptographer, computer scientist and known as one 

of the fathers of computer science, Alan Turing, 

cannot be missed. For him, discussing the meaning 

of the words "think" and "intelligence" to 

conceptualize the capabilities of the computer 

seemed to him a nuisance and a waste of time. This 

is why I devised the Turing test, based on the 

imitation game, to check whether an entity was 

intelligent or not. The Turing test itself consists of 

asking the entity questions and, according to the 

answers it gives it, deciding whether it is intelligent 

or not; as “simple” as having a conversation to 

identify if you know the subject or not [6]. 

 

B. Models, Tasks and Methods of Artificial 

Intelligence 

The knowledge extracted in the form of 

relationships, patterns or rules inferred from the data 

and (previously) unknown, or in the form of a more 

concise description (that is, a summary of them). 

These relationships or summaries constitute the 

model of the analyzed data. Models can be 

predictive and descriptive [7]. 

The tasks are the reason why you want to come up 

with artificial intelligence methods or techniques 

(decision tree, neural networks, Naive Bayes, fuzzy 

logic, etc.) [7]. For example: there is a need to 

predict the state of the climate; this would be the 

task, the weather forecast, and the method would be 

how the task will be accomplished. 

In addition, it is considered that for "the same 

technique, different algorithms have been developed 

that differ in the form and concrete criteria with 

which the model is constructed." [7] 

 

C. Machine Learning Algorithm 

Machine Learning is an area of artificial intelligence 

as can be seen in Figure 1. When we speak of 

machine learning, “machine learning” refers to the 

ability of computers to recognize patterns or learn 

from them entered data [8]. And when referring to 

machine learning algorithms, it will be understood 

as input data, which represent certain experience, 

which will result in another contribution to the 

experience [8]. Generally the algorithm is 

implemented as the computer interpretable solution 

[3]. A Machine Learning model is implicit in Figure 

1. 

 

 
Figure 1: Artificial intelligence, machine learning, 

and deep learning [3] 
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D. Supervised Learning 

It is understood that process in which there are one 

or more expected outputs for input values, carried 

out in the training phase [8] [3]. The training data 

are object pairs, that is, one is the input data and the 

other is the expected result. 

  

III. METHOD OF SYSTEMATIC LITERATURE 

REVIEW 

A. Need for Systematic Review 

Machine Learning solutions have been maturing 

over the years as can be seen in Fig. 2 [9] and Fig. 3 

[10] on the trends in artificial intelligence solutions. 

 

 
 

Fig. 2. Gartner's Hype Cycle for Artificial 

Intelligence, 2018 [9] 

 

 

  
 

 

Fig. 3. Gartner's Hype cycle for artificial 

intelligence, 2019 [9] 

 

Many of these solutions, such as Deep learning 

applications (see Figures 1 and 2), have supported 

the medical field. 

On the other hand, the subjective use of one method 

or algorithm over another may be 

counterproductive. That is, replicating the method or 

algorithm without considering the factors with 

which that precision was obtained with a model, 

which was indicated as the best for the tested case, 

can yield results that are relatively false. 

That is why a literature review is planned to 

determine which of the Machine Learning 

supervised learning methods are most significant to 

prediction, in this case diabetes. And it will be 

complemented by what is related to Machine 

Learning algorithms, tools and factors. 

Finally, it is required to identify the tools that are 

used when developing and / or implementing the 

proposed Machine Learning solution. 

 

B. Questions for Systematic Review 

To define and structure the research questions, 

reference was made to the previous section. The 

following table (Table 1) presents the proposed 

questions and the motivation of each one. 

Additionally, Table 2 presents the proposed 

frequently asked questions with the aim of 

visualizing the evolution and trend of the studies 

over time. 

 

Table 1. Research and motivation questions 

 

No. Question Motivation 

1 What are the most 

significant 

supervised 

learning methods, 

models, and 

algorithms for 

predicting 

diabetes? 

Identify the methods, 

models and 

algorithms used 

during the predictive 

diagnosis of diabetes 

2 What are the most 

significant factors 

that were taken for 

the prediction of 

diabetes in the 

results? 

To identify the 

factors by which the 

prediction of diseases 

used during the 

predictive diagnosis 

of diabetes benefited. 

3 What are the tools 

to implement a 

supervised 

learning solution 

for diabetes 

prediction? 

Identify the tools 

(hardware, software, 

and methodology) to 

implement a diabetes 

prediction solution. 
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Table 2. Frequently asked questions 

 

No. Question Motivation 

1 Determine what 

is the number of 

publications by 

type of article? 

Specify the number of 

studies published by 

type of article to be 

able to identify their 

concentration. 

2 How has the 

continuity of 

publications on 

the subject 

evolved over 

time? 

Identify the continuity 

of the publications in 

order to establish the 

relevance of the topic 

over time. 

3 In which 

publications have 

studies related to 

the topic been 

found? 

Identify which 

application domain 

concentrates the 

largest number of 

publications on this 

topic 

 

C. Definition of Search Strings 

For the elaboration of the search chain, the PICO 

strategy was used through an iterative process in 

which adjustments were made for the selection of 

the outcomes. PICO will be broken down below. 

 

Population: 

Entity: supervised learning methods Main term 

1: methods 

 

Alternate terms: techniques 

 

Proof: The term selection was due to the object 

of study of the review to be carried out and the 

alternative terms that represent close to the 

main term are determined [7]. 

 

Main term 1: Models 

 

Verifier: The term is selected due to the 

relative popularity with which it refers to 

Machine Learning solutions. 

 

Main term 2: Algorithms 

 

Proof: The term is selected due to the 

particularity for the cases that are used. There 

is a certain difference between algorithm and 

method. 

 

Main term 3: supervised learning 

 

Alternate term: artificial intelligence 

 

Proof: the term is selected due to the type of 

analysis to be carried out and these alternative 

terms are obtained as they are related to the 

main term that is to be found. 

 

Intervention: 

 

Entity: prediction of diabetes Main term 1: 

prediction Alternate terms: diagnosis 

 

Proof: the term is selected due to the type of 

analysis to be performed and these alternative 

terms are obtained as they are related to the 

main term. 

 

Entity: diabetes 

 

Main term 1: diabetes 

 

Alternate Terms: type 1 diabetes, type 2 

diabetes, diabetes mellitus 

 

Proof: the term is selected due to the type of 

analysis to be carried out and these alternative 

terms are obtained as they are the main types 

of diabetes. 

 

Comparison: does not apply because no contrast is 

made in the RSL. 

 

Outcomes: 

 

Entity: Proposal and software prediction 

experience Main term 1: proposal 

 

Alternate terms: experience 

 

Proof: these terms are placed because it is what 

you want to obtain as an outcome of the search. 

 

Language. English was chosen as the language 

for the search string due to its continuous 

usefulness for the elaboration of articles in 

prestigious databases. 

 

Using the recommendations of the PICO 

strategy, the search string was obtained as a 

result from logical operators among the 

previously defined elements: (Population) 

AND (Intervention) AND (Comparison) AND 

(Outcome). 

 

Table 3 shows the string obtained by each of the 

elements of the PICO strategy, from which the 

search string is elaborated. 
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Table 3. Terms and logical connectors to be used in 

the search 

TERMS CONCEPT 

Population 

 

 

(Method OR technical) AND 

model AND algorithm AND 

(supervised learning OR artificial 

intelligence) 

Intervention prediction AND (diabetes OR 

diabetes type 1 OR diabetes type 2 

OR mellitus diabetes) 

Comparison Does not apply 

Outcome (Proposal OR experience) 

 

D. Inclusion and Exclusion Criteria 

Following the guide prepared by Kitchenham [11], 

after executing the search string in the indexed 

libraries, the results should be evaluated in order to 

determine the primary studies that directly answer 

the research questions asked. The following criteria 

were taken into account for the evaluation of the 

studies: 

 

Inclusion Criteria: 

1. All articles from digital libraries and 

indexed sources will be taken into 

consideration. 

2. Articles containing studies of prediction 

methods or results of comparative analyzes 

of prediction methods will be accepted. 

3. All articles within the defined temporal 

range are accepted. 

4. Articles that come from scientific journals, 

journals, procedures and conferences are 

considered. 

5. The articles must come from the area of 

artificial intelligence and related. 

 

Exclusion Criteria: 

1. Duplicate items will be excluded. 

2. Articles that are not in English will be 

excluded. 

3. Articles with similar content will be 

excluded, leaving only those with the most 

complete content. 

4. Secondary studies and abstracts are 

rejected. 

5. Articles whose title has no relation to the 

object of study are rejected. 

 

Temporality: The studies carried out in the last 5 

years are considered due to the fact that it is 

necessary to analyze diabetes prediction techniques 

and methods that are still in force. Furthermore, it is 

considered due to the increasing advance in Machine 

Learning (especially in supervised learning), after 

the 1970s (1970s). [1] 

 

E. Quality Criteria 

Following the guidelines established in the 

Kitchenham guide, the quality of the selected studies 

is evaluated [11] [12] [13]. A list of criteria is 

defined in order to check the compliance of each 

article. Each criterion is accompanied by a score 

based on the Rouhani scale, which is explained 

below: Yes it complies (S) = 1, it partially complies 

(P) = 0.5 and it does not fulfill (N) = 0. 

 

IV. RESULTS 

A. Search Results 

The first step in selecting studies consists of 

executing the search string in the selected digital 

libraries. Table 4 shows the results and the search 

strings used. For the IEEE Xplore database, an 

adjustment was made to improve the search. 

 

Table 4. Search results 

Database Date Total 

Search String 

Science Direct May 2019 3694 

(method OR technical) AND model AND 

algorithm AND (supervised learning OR 

artificial intelligence) AND prediction AND 

(diabetes OR diabetes type 1 OR type 2 diabetes 

OR mellitus diabetes) AND (proposal OR 

experience) 

IEEE Xplore May 2019 145 

(method OR model OR algorithm) AND 

(supervised learning OR artificial intelligence) 

AND prediction AND (diabetes OR diabetes 

type 1 OR diabetes type 2 OR mellitus diabetes) 

ACM Digital 

Library 

May 2019 1633 

(method OR technical) AND model AND 

algorithm AND (supervised learning OR 

artificial intelligence) AND prediction AND 

(diabetes OR diabetes type 1 OR type 2 diabetes 

OR mellitus diabetes) 

Google Scholar May 2019 16900 

(method OR technical) AND model AND 

algorithm AND (supervised learning OR 

artificial intelligence) AND prediction AND 

(diabetes OR diabetes type 1 OR type 2 diabetes 

OR mellitus diabetes) 

 

B. Results of Applied Filters 

Selection of primary studies. 

Next, the details of the steps carried out for the 

selection of studies are presented: 
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 Step 1: The search string was executed and 

the language was limited to those written in 

English. The indexed bookstore that 

produced the most results was Google 

Scholar. Likewise, the inclusion and 

exclusion criteria presented for this step 

according to Inclusion and Exclusion 

Criteria were applied to said list. 

 Step 2: On the list of results of Step 1, we 

proceeded with the exclusion and inclusion 

of the articles for the object of study 

according to what is defined in the criteria 

described in Inclusion and Exclusion 

Criteria. 

 Step 3: The articles from Step 2 were 

excluded because they did not match the 

title defined in the described criteria and 

the inclusion criteria according to Inclusion 

and Exclusion Criteria were applied. 

 Step 4: To proceed with the download of 

the articles, the content of the remaining 

articles was reviewed taking into account 

the summary, introduction and 

conclusions, and those that were not 

relevant according to what was defined in 

the criteria presented were excluded 

according to Inclusion and Exclusion 

Criteria. 

 

Table 5 shows the results obtained from the 

selection of articles. 

 

Table 5. Results of the study selection process 

 
Database Discovered 

Items 

Step 

1 

Step 

2 

Step 

3 

Step 

4 

Science 

Direct 

3694 2303 298 8 2 

IEEE 

Xplore 

145 145 103 47 21 

ACM 

Digital 

Library 

1633 193 128 4 2 

Google 

scholar 

16900 14300 8640 27 3 

Total 22372 16941 9169 86 28 

 

C. Review Summary 

 

Table 6. Summary of the methods found in the articles selected at criteria 

 

Article Technique Precision Variables Data source Pre-processing 

Art01 

[14] 

Naïve Bayes, 

Logistic 

regression 

NB=0.653, 

LR= 0.661 

NB=0.73, 

LR=0.735 

- Waist-hip + TG in 

men 

- Rib-hip + TG in 

women 

Korean Health 

and Genome 

Epidemiology 

Study database 

 

 

Not applied 

Art02 

[15] 

KNN 100% All Variable Of 

PIMA Indian 

diabetes dataset 

Pima Indian 

Diabetes -Data 

cleaning 

Reduction of data 

Art03 

[16] 

Logistic 

Regression (LR) 

and Naïve Bayes 

(NB) 

0.741 And 

0.739 in the 

women. 

0.687 And 

0.686 in the 

men. 

- AGE, HEIGHT, 

WEIGHT, FC, NC, 

RFcR, ANcR, and 

WRcR (women) 

- AGE, HEIGHT, 

NC, AC, NFcR, 

RFcR, NHcR, 

RAcR, WAcR, 

WCcR, CHcR, 

HRcR, and HWcR 

(men) 

Korean Health 

and Genome 

Epidemiology 

Study database 

Synthetic Minority 

Over-sampling 

Technique (SMOTE) 

Art04 

[17] 

Decision tree 

and J48 

90.04% 

 

 

All variable of 

PIMA Indian 

diabetes dataset 

Pima Indian 

Diabetes Dataset 

 

Replace missing and 

impossible values with 

the mean. We use K-

means to remove 

incorrectly classified 

samples 
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Art05 

[18] 

Levenberg–

Marquardt 

algorithm 

0.71 All variable of 

PIMA Indian 

diabetes dataset 

Pima Indian 

Diabetes Dataset 

 

Not applied 

Art06 

[19] 

Neuro-Fuzzy 

(ANFIS), 

Levenberg- 

Marquardt back-

propagation 

algorithm 

90.32% and 

71.10% 

 

Age, BMI, 

Diastolic blood 

pressure, Diabetes 

Pedigree, Glucose 

plasma 

concentration 

Diabetes 

Database 

Bhubaneswar, 

Odisha, India 

Not applied 

Art07 

[20] 

- Random forest 

- Naive Bayes 

- ID3 algorithm 

-AdaBoost 

algorithm 

85% 

79.89% 

78.57% 

84.19% 

Age, Height, 

Weight, Waist and 

Hip. 

Waist 

circumference 

(CC) or waist-hip 

(WHR) better 

discriminate 

diabetes cases 

among those 

without, compared 

to BMI. 

University of 

Virginia dataset 

All unrelated functions 

are removed, including 

total cholesterol, high-

density lipoprotein, 

stabilized glucose, 

high-density 

lipoprotein, 

cholesterol / HDL ratio 

and systolic blood 

pressure first. 

Missing values have 

been removed. 

Rodent control 

Art08 

[21] 

-J48 

-Naïve Bayes 

-SVM with Poly 

Kernel 

-SVM with RBF 

kernel 

-Multilayer 

perceptron 

AUC score 

0.928 

0.915) 

0.942 

0.827 

0.911 

- Age, sex, 

polydipsia, 

polyphagia, 

polyuria, family 

history, high blood 

pressure, diet, 

- Physical activity, 

blurred vision, 

smoking, weight 

loss, height and 

weight (BMI), 

waist 

circumference 

Actual data 

collected from a 

renowned 

hospital in 

Chhattisgarh 

state of India 

Missing values are 

replaced with the 

median 

Art09 

[22] 

-Ensemble 

Perceptron 

Algorithm 

(EPA) 

-Perceptron (PA) 

algorithm 

0.75 

0.72 

Age and BMI National Health 

and Nutrition 

Examination 

Survey 

(NHANES) of 

United States 

Not applied 

Art10 

[23] 

-AdaBoost 

algorithm with 

decision stump 

-Support vector 

machine 

-Naive Bayes 

-Decision tree 

80.72% 

79.687% 

79.687% 

77.6% 

All variable of 

PIMA Indian 

diabetes dataset. 

Triceps thickness 

of the skin fold 

(locally obtained 

indirectly). 

2 hours insulin 

serum (obtained 

indirectly from 

local data) 

Body mass index 

(in the data for 

Pima Indian 

Diabetes Dataset 

and local data 

Missing values are 

replaced with 

corresponding mean 

value attributes in the 

global dataset 
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validation it was 

obtained with 

height and weight). 

Function of 

pedigree diabetes 

(in the local data it 

is obtained 

indirectly) 

Art11 

[24] 

Extreme 

learning 

machine (ELM) 

and 

Back-

Propagation 

0.5964 and 

0.0575 

All variable of 

PIMA Indian 

diabetes dataset 

Pima Indian 

Diabetes Dataset 

 

Normalized to have a 

certain range of values 

Art12 

[25] 

Back-

Propagation, 

Decision Tree 

J48, Naive 

Bayes And 

Support Vector 

Machines 

83.11 

78.26 

78.97 

81.69 

All variable of 

PIMA Indian 

diabetes dataset 

Pima Indian 

Diabetes Dataset 

 

Min-max 

normalization 

technique and 

Selection of 

characteristics with 

chi-square 

Art13 

[26] 

Support Vector 

Machines, Naive 

Bayes (NB), K-

nearest 

neighbors 

(KNN) and 

Decision tree 

C4.5 (DT) 

0.65 

0.685 

0.708 

0.72 

Age, Sex, Weight, 

Diet, Polyuria, 

Water 

consumption. 

Excessive thirst, 

Blood pressure, 

Hypertension 

Tiredness, Vision 

problem, Kidney 

problem. 

Hearing loss, Skin 

itching, Genetics 

Chittagong 

Medical Center 

(CMC), 

Bangladesh 

The exact numerical 

value of the attributes 

is not significant to 

predict diabetes. As 

such, we convert the 

values of numerical 

attributes into 

nominal. 

Art14 

[27] 

Random forest, 

Support Vector 

Machines and 

Logistic 

regression 

0.89 

0.825 

0.844 

SNPs, BMI and 

Age 

Girona 

Biomedical 

Research 

Institute diabetes 

database 

Most relevant SNPs 

Art15 

[28] 

Feed-forward 

neural network 

using the 

window model 

Root Mean 

Square 

Error=1.26 

Monitored glucose 

levels 

 

 

AIDA, 

mathematical 

simulator of 

diabetes 

Not applied 

Art16 

[29] 

Fuzzy decision 

tree based on 

GINI index 

75.8% All variable of 

PIMA Indian 

diabetes dataset 

Pima Indian 

Diabetes Dataset 

 

Records with lost data 

were deleted 

 

The most used models in this review work were the 

decision tree [17] and its derivatives such as the 

random forest [27] and others ([17], [21]). This may 

be due to the estimation of the importance of the 

variables [30], the great capacity to handle big data 

and the stability in front of missing data. 

From the articles presented in Table 5, considering 

that they did not pre-process, it is observed that [19] 

it reached 90.32 with a hybrid model, Neuro-Fuzzy 

(ANFIS). Furthermore, [22] I also present a score of 

0.75 to differences from the other methodologies 

that did not pre-process. It could not be confirmed 

that one is better than the other due to the different 

variables used by the models, but this could give an 

indication. 
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In [31] a technique is described that jointly uses 

three decision tree algorithms (ID3, C4.5 and 

CART), with the aim of improving individual 

precision, which are combined by Bagging (selected 

from other methods of combination) which consists 

of voting by majority of the models generated for the 

classification. Stratified sampling was also used to 

solve the class imbalance. This hybrid technique 

was tested with two data sets, and gave good results 

for both data sets. Compared to the other bagging 

combination methods it gave the best results which 

were for the precision, sensitivity, specificity and f-

measure 91.56%, 95.63%, 68.33% and 79.71%, 

respectively. 

When the quality of the data set and a hybrid model 

are put together, it is possible to obtain what [32] 

obtained. A hybrid of SVM and Naive Bayes was 

used in which 97.6% was obtained, in which both 

algorithms have to coincide in their predictions, if 

they are different, greater monitoring will be given 

(as explained in the article). The dataset is 

proprietary obtained from Kosovo. After acquiring 

initial patient data, and after extensive laboratory 

examinations and continuous monitoring, as 

specified in the article. 

The proposal of the least angle regression (LARS) 

with PCA described in [33] is interesting, because it 

implements data normalization and a selection of 

variables with PCA implicitly, all this gave an 

89.53% area under the ROC curve (AUC), which is 

a ratio between sensitivity and specificity. 

One of the factors is the variables used in the 

elaboration of the supervised learning model, it can 

be mentioned in [16] and [27], in which it is shown 

that the use of combinations of variables or 

measures increases the precision of the model. In 

this, the variables that contributed the most, through 

techniques such as those of the random forest [27] 

and those proposed by the SMOTE technique [16], 

were considered to the prediction task, from which 

they were introduced to the elaboration of the model. 

The quality of the data set is essential to work with 

Machine Learning, that is why in [34] 87.5% of 

precision was obtained with the random forest 

model in which no data preparation technique was 

applied to the data set processing possibly due to the 

absence of any defect in the data set (the article does 

not mention any defect). This may be the case for 

[35]. 

Another factor is the inequality or imbalance of the 

data that will be used for the elaboration of the 

model, this means that the records used for the 

training have a predisposition to a particular class, 

and in other words, there is considerably more 

records of a particular class. This can be solved 

using the synthetic minority over-sampling 

technique (SMOTE) [13] [16]. 

Other evidence of SMOTE is in [36] where the Pima 

India Diabetes data set was used from which two 

data sets were derived. The first set was applied the 

elimination of missing values (missing value) and 

SMOTE for oversampling. A selection of complex 

characteristics (5 algorithms) was applied to the 

second data set. Tests were done on both sets of data, 

and the second set of data scored relatively better, 

that is, it did not improve at all at all compared to the 

first set of data. This shows that SMOTE can make 

a great contribution without much effort. 

Furthermore, in [37] one more quality of SMTE is 

shown where the scores obtained by decision tree, 

probabilistic neural network (PNN) and Naïve 

Bayes were improved, showing improvements of 

64%, 51% and 5% respectively, when SMOTE was 

applied. It can be mentioned that for the decision tree 

that obtained 0.215 (sensitivity), 0.992 (specificity) 

and 0.336 (f-measure), after applying SMOTE 0.726 

(sensitivity), 0.802 (specificity) and 0.436 (f-

measure) were obtained. The dataset is from Tehran 

Lipid and Glucose Study (TLGS). 

In [38] it also uses an oversampling technique 

although it does not specify which one. With which 

random forest obtained an accuracy of 84% for the 

Pima Indians Diabetes data set. 

Regarding article [15], it is shown that after applying 

three pre-processing techniques (data cleaning, 

sample reduction and PCA), PCA being the 

technique that I reduce from eight variables to two, 

which allowed the algorithm to k - nearest neighbors 

will reach a precision of 100% in the cross validation 

as in the conventional validations. It should be noted 

that after data cleaning and sample reduction the 

dataset using, PIMA Indians diabetes (see Table 10), 

decreased from 768 to 696 samples. To see the 

performance of the methodology proposed by the 

article, see table 12, in which D1 means that no pre-

processing technique is applied to the dataset, D2 is 

the dataset after applying data cleaning and D3 

means the dataset after applying sample reduction. 

In addition, AUC validation was used, which gave 

1, which indicates 100%. 

With respect to the article [17], it is observed that 

the application of pre-processing techniques such as 

replacing missing values with the mean values of the 

attribute and eliminating the badly classified 

samples by the K-means algorithm influenced the 

score achieved. However, the criterion of having 

eliminated by K-means some of the samples is 

doubtful, this would be contradicting the 

classification of the same data, and would presume 

that K-means would be sufficient to decide which 
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sample was erroneously classified with what I would 

see in vain the elaboration of the J48 model 

proposed in said article. 

Regarding the article [21] where a pre-processing 

technique is used to replace the missing values with 

the mean of the attribute to obtain the AUC score of 

92.8%, unlike the other models tested by the article, 

of a set of data from 145 samples. With this it is 

understood that J48 is a good classifier even with 

little data. 

Recital [28] in which a data set from the AIDA 

simulator was used; in which up to 40 case studies 

can be simulated with different age groups, diseases, 

and food intake; which reached the mean square 

error of 1.26 ml / d, being the average of the 10 cases 

tested in the article, it is possible that, because of the 

simulated data, no pre-processing was necessary. 

When comparing the slight pre-processing that was 

done in [29], with [17], [23] and [25] (for example), 

it can be seen that these others achieved a higher 

score being the model and the origin of the same data 

set. 

However, it is worth mentioning [39] where a chi-

square test was performed to validate the 

dependence of the predictor variables used, although 

the results of this distribution were not applied, and 

a cleaning of the conjunct was also performed of 

data they had for their subsequent classification with 

a decision tree with which a score of 75% was 

obtained. It is possible that the reason for the low 

score is the deficiency in the cleanliness of the data 

or that a single pre-processing technique is not 

sufficient for the data set they have. With what can 

be said, that by applying a pre-processing technique 

does not ensure the optimization of the 

classification; you have to apply the necessary 

techniques and do it well. 

It is possible that [40] and its 82.35% accuracy is 

misleading, because although Min Max Scaling has 

been used as a normalization technique (which 

transforms the values between 0 to 1, to have a 

normal distribution), the problem of imbalance 

presented by the PIMA Indians diabetes dataset I 

use. Only precision is specified as a metric but not 

specificity or sensitivity or others. 

The use of MATLAB software to evaluate the 

effectiveness of the proposed model [41] and two of 

its proposals are programmed in the C ++ language, 

of the others there is no mention. Reference [42] 

mentions the large number of methods that the tool 

has and indicates personalization according to the 

requirements of the study as one of its greatest 

advantages.  

For the application of web information systems, they 

used tensorflow.js for the implementation of the 

Machine Learning model [40]. 

To apply the study [25] they developed the Rstudio 

models with the programming language R. On the 

other hand, the experiments in [30] were carried out 

with the programming language R 3.2.1 and the 

packages for random forest were used and SVM. 

In [16] the SPSS software is used to analyze the 

results. On the other hand, in [25] RStudio software 

with the R language is used to implement it. 

A cloud-based tool from Microsoft is the Azure 

Machine Learning Studio (AMLS), which I use [43] 

to develop a decision tree model, which has a 

graphical user interface to build and run machine 

learning models. Work is made easy with a number 

of drag and drop functions on the interface. And the 

deployment can be done with a few clicks. 

 

V. CONCLUSION 

In order to collect the different sources, duly filtered, 

that are related to this research, the RSL was 

necessary, in addition to serving the PICO method 

for posing research questions and literature. It is 

worth mentioning that using a hybrid technique such 

as [41] that consists of electromagnetism-like 

mechanism algorithm (EM) using ROST-type 

opposite sign test (OST) combined with 1 NN, with 

a data set without missing values but with imbalance 

of data; it can cause a misleading value in precision. 

That is why the precision result is 73.03% while the 

kappa index is 0.0389 (with the kappa index being 

from 0 to 1, where 0.00 - 0.20 means very low 

agreement). Thus showing disagreement. 

Another example is [12] that uses a hybrid model 

(SVM, ANN and Naïve Bayes) that obtained a score 

of 58.3% (specificity), 86.8% (sensitivity) and 77% 

(accuracy) with the Pima Indians Diabetes data set 

in a selection of the predictor variables was made 

with the MATLAB software (the article does not 

specify the procedure). This hybrid model could 

have had a higher score if the data imbalance had 

been considered, as was done in other articles. 

One of the most significant supervised learning 

methods, according to this research, was the 

decision tree and its derivatives. To propose a 

supervised learning model for the prediction of 

diabetes, either pure or hybrid, it should be 

considered as factors above all the pre-processing 

and the predictive variables with which it will work, 

this involves having a little help from the subject 

expert to guide the techniques to apply. The 

precision lies not only in the model used but also in 

the variables with which it is worked, so it will be 
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necessary to determine the most influential variables 

that increase the precision of the model. 

Among the tools used for supervised learning, the 

one that stood out the most was MATLAB, due to 

the set of tools it has to work with machine learning 

and its easy use. Consider that the more data or cases 

the learning model has, the more accurate it will be. 

An opportunity for this research is the 

implementation of decision tree methods and their 

derivatives to the variables indicated [14] 

considering the pre-processing techniques required 

by the selected data set.  
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