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Abstract – DC drive systems are often used in many 

industrial applications such as robotics, actuation and 

manipulators. In the first two, a wide range of position 

control is required. Tuning method for PID controller 

is very important for the process industries. 

Proportional Integral Derivative controllers have the 

advantage of simple structure, good stability, and high 

reliability. Accordingly, PID controllers are widely 

used to control system outputs, especially for systems 

with accurate mathematical models. The key issue for 

PID controllers is the accurate and efficient tuning of 

parameters. The aim of this paper is to study the 

Position control of DC motor using Artificial Bee 

Colony Algorithm. In order to solve this problem a PID 

controller under Artificial Bee Colony Algorithm with 

self–tuning is applied, which will perform high 

efficiency position control. The efficiency of Control 

Algorithm is presented through a simulation and 

compared with the quality of PID controller. The 

proposed method is compared with Ziegler Nichols 

method.  It is found that the proposed PID parameters 

adjustment by the Artificial Bee Colony Algorithm is 

better than the Ziegler & Nichols’ method. 

  

Keywords – Artificial Bee Colony Algorithm DC drive 

systems, PID controller, and Ziegler Nichols method. 

 

I. INTRODUCTION 

The direct current (DC) motor is a device that used 

in many industries in order to convert electrical 

energy into mechanical energy. This is all result 

from the availability of speed controllers is wide 

range, easily and many ways. In most applications, 

speed control is very important. For example, if we 

have DC motor in radio controller car, if we just 

apply a constant power to the motor, it is impossible 

to maintain the desired speed. It will go slower over 

rocky road, slower uphill, faster downhill and so on. 

So, it is important to make a controller to control the 

speed of DC motor in desired speed. 

 DC motor plays a significant role in 

modern industry. The purpose of a motor speed 

controller is to take a signal representing the 

demanded speed, and to drive a motor at that speed. 

There are numerous applications where control of 

speed is required, as in rolling mills, cranes, hoists, 

elevators, machine tools, transit system and 

locomotive drives. These applications may demand 

high-speed control accuracy and good dynamic 

responses. 

The control of DC motor uses the digital signal 

processing system. Proportional Integral Derivative 

(PID) controller has been widely used for processes 

and motion control system in industry. Now more 

than 90% of control systems are still with PID 

controllers. The most critical step in the application 

of PID controller is parameters tuning. The main 

objective of the work is to design a position 

controller of a DC motor by selection of PID 

parameters using Artificial Bee Colony algorithm. 

 

 

II. BACKGROUND 

D.C. Motor 

At the most basic level, electric motors exist to 

convert electrical energy into mechanical energy. 

This is done by way of two interacting magnetic 

fields – one stationary, and another attached to a part 

that can move. A number of types of electric motors 

exist, but mostly used DC motors in some form or 

another. DC motors have the potential for very high 

torque capabilities (although this is generally a 

function of the physical size of the motor), are easy 

to miniaturize, and can be "throttled" via adjusting 

their supply voltage. DC motors are also not only the 

simplest, but the oldest electric motors.  

 The basic principles of electromagnetic 

induction were discovered in the early 1800's by 

Oersted, Gauss, and Faraday. By 1820, Hans 

Christian Oersted and Andre Marie Ampere had 

discovered that an electric current produces a 

magnetic field. The next 15 years saw a flurry of 

cross-Atlantic experimentation and innovation, 

leading finally to a simple DC rotary motor. A 
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number of men were involved in the work, so proper 

credit for the first DC motor is really a function of 

just how broadly we choose to define the word 

“motor”. Figure 1 shows the basic parts of a DC 

motor. 

 
Figure 1: Parts of a DC motor 

 

Position Control of a DC motor 

The position of the motor is the rotation of the motor 

shaft or the degree of the rotation which is to be 

controlled by giving the feedback to the controller 

which rectifies the controlled output to achieve the 

desired position. 

Proportional Integral Derivative (PID) 

controller has been widely used for processes and 

motion control system in industry. 

 

PID Controller 

 

 
 

Figure 2: Schematic of the PID Controller 

 

PID controller consists of Proportional Action, 

Integral Action and Derivative Action. It is 

commonly refer to Ziegler-Nichols PID tuning 

parameters. It is by far the most common control 

algorithm. Under this heading, the basic concept of 

the PID controls will be explained. PID controller’s 

algorithm are mostly used in feedback loops. PID 

controllers can be implemented in many forms. It 

can be implemented as a stand-alone controller or as 

part of Direct Digital Control (DDC) package or 

even Distributed Control System (DCS). 

A diagram illustrating the schematic of the PID 

controller is shown in Figure 2. Such set up is known 

as non-interacting form or parallel form. 

In proportional control, 

Pterm  =  KP  ∗  Error 

(1) 

It uses proportion of the system error to control the 

system. In this action an offset is introduced in the 

system. 

In Integral control, 

Iterm = KI ∗ ∫Error dt 

(2) 

It is proportional to the amount of error in the 

system. In this action, the I-action will introduce a 

lag in the system. This will eliminate the offset that 

was introduced earlier on by the P-action. 

In Derivative control, 

Dterm = KD ∗
d(Error)

dt
 

(3) 

It is proportional to the rate of change of the error. 

In this action, the D-action will introduce a lead in 

the system. This will eliminate the lag in the system 

that was introduced by the I-action earlier on. 

 

Continuous PID 

The three controllers when combined together can 

be represented by the following transfer function. 

GC(s) = K (1 +  1/sTi  +  sTd) 

(4) 

This can be illustrated below in the following block 

diagram: 

 

 
 

Figure 3: Block diagram of Continuous PID Controller 

 

What the PID controller does is basically is to act on 

the variable to be manipulated through a proper 

combination of the three control actions that is the P 

control action, I- control action and D control action. 

 The P action is the control action that is 

proportional to the actuating error signal which is the 

Feedback 
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difference between the input and the feedback 

signal. The, I-action is the control action which is 

proportional to the integral of the actuating error 

signal. Finally the D action is the control action 

which is proportional to the derivative of the 

actuating error signal. With the integration of all the 

three actions, the continuous PID can be realized. 

 This type of controller is widely used in 

industries all over the world. In fact a lot of research, 

studies and application have been discovered in the 

recent years. 

 

Optimization of PID Controller  

 

Zeigler & Nichols Method 

For the system under study, Zeigler-Nichols tuning 

rule based on critical gain 𝐾𝑒𝑟 and critical period 

𝑃𝑒𝑟 will be used. In this method, the integral time 𝑇𝑖  

will be set to infinity and the derivative time 𝑇𝑑 to 

zero. This is used to get the initial PID setting of the 

system. This PID setting will then be further 

optimized using the Basic Design mode and 

Extended Design mode. 

In this method, only the proportional 

control action will be used. The 𝐾𝑝 will be increased 

to a critical value 𝐾𝑒𝑟 at which the system output 

will exhibit sustained oscillations. In this method, if 

the system output does not exhibit the sustained 

oscillations hence this method does not apply. 

From the response below, the system under 

study is indeed oscillatory and hence the Z-N tuning 

rule based on critical gain 𝐾𝑒𝑟 and critical period 

𝑃𝑒𝑟 can be applied. 

 

 
 

Figure 4: Illustration of Sustained oscillation with period 𝑃𝑒𝑟 

 

The transfer function of the PID controller is 

GC(s) = K (1 +  1/sTi  +  sTd) 

(5) 

The objective is to achieve a unit-step response 

curve of the designed system that exhibits a 

maximum overshoot of 25 %. If the maximum 

overshoot is excessive says about greater than 40%, 

fine tuning should be done to reduce it to less than 

25%. The system under study above has a following 

block diagram. 

 

 
 

Figure 5: Block diagram of Controller and Plant 

 

Since the 𝑇𝑖  =  ∞ and 𝑇𝑑  =  0, this can be reduced 

to the transfer function of 

R(s)/C(s)  =  Kp/ s(s +  1)(s +  5) + Kp 

(6) 

The value of Kp that makes the system marginally 

stable so that sustained oscillation occurs can be 

obtained by using the Routh’s stability criterion. 

Since the characteristic equation for the closed-loop 

system is 

s3 +  6s2 +  5s + Kp =  0 

(7) 

From the Routh’s Stability Criterion, the value of Kp 

that makes the system marginally stable can be 

determined. 

The table below illustrates the Routh array. 

 

Table 1: Routh Array 

𝐬𝟑 1 5 

𝐬𝟐 6 Kp 

𝐬𝟏 (30 – Kp)/6 0 

𝐬𝟎 Kp 0 

  

By observing the coefficient of the first column, the 

sustained oscillation will occur if Kp = 30. 

Hence the critical gain 𝐾𝑒𝑟 =  30 

(8) 

Thus with Kp set equal to 𝐾𝑒𝑟, the characteristic 

equation becomes  

s3 +  6s2 +  5s +  30 =  0        (9) 

– 

 

+ 

 

R(s) 

 
 

C(s) 

 
GC(s) 

1

[s(s + 1)(s + 5)]
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The frequency of the sustained oscillation can be 

determined by substituting the 𝑠 terms with 𝑗𝜔 term. 

Hence the new equation becomes: 

( 𝑗𝜔 )³ +  6 ( 𝑗𝜔 )² +  5 ( 𝑗𝜔 )  +  30 =  0 

(10) 

This can be simplified to 

6 ( 5 −  𝜔 )² +  𝑗𝜔 ( 5 −  𝜔 )  =  0 

(11) 

From the above simplification, the sustained 

oscillation can be reduced to 

𝜔2 =  5 𝑜𝑟 𝜔 =  √5 

(12) 

The period of the sustained oscillation can be 

calculated as 

𝑃𝑒𝑟 =  2𝜋/√5 

=  2.8099 

(13) 

From Ziegler-Nichols frequency method of the 

second method, Table 2 suggested tuning rule 

according to the formula shown. From these we are 

able to estimate the parameters of 𝐾𝑝, 𝑇𝑖  and 𝑇𝑑 . 

 

Table 2: Recommended PID Value Setting 

Type of 

controller 

𝑲𝒑 𝑻𝒊 𝑻𝒅 

P 0.5 𝐾𝑒𝑟 ∞ 0 

PI 0.45 𝐾𝑒𝑟 (1/1.2) 𝑃𝑒𝑟 0 

PID 0.6 𝐾𝑒𝑟 0.5 𝑃𝑒𝑟 0.125 

𝑃𝑒𝑟 

 

Hence from the above table, the values of the PID 

parameters 𝐾𝑝, 𝑇𝑖  and 𝑇𝑑 will be: 

𝐾𝑝 =  30 

𝑇𝑖 = 0.5 ×  2.8099 

=  1.405 

𝑇𝑑 = 0.125 ×  2.8099 

=  0.351 

(14) 

The transfer function of the PID controller with all 

the parameters putting in below equation 

GC(s) = K (1 +  1/sTi  +  sTd) 

(15) 

From the above transfer function, we can see that the 

PID controller has pole at the origin and double zero 

at 𝑠 =  −1.4235. The block diagram of the control 

system with PID controller is as follows: 

 
Figure 6: The Closed Loop Transfer Function 

 

III. METHODOLOGY 

 

The Ziegler-Nichols formulation is a classical tuning 

method which found a wide range of applications in 

the controller design process. However, computing 

the gains does not always give best results because 

the tuning criteria presume a one-fourth reduction in 

the first two-peaks that’s why system stability here 

is matter of unreliable stability that’s why we are 

adopting ABC (Artificial Bee Colony algorithm) 

here. 

Artificial Bee Colony (ABC) Algorithm 

The ABC algorithm is a swarm based, meta-

heuristic method based on the model first proposed 

by [15] on the foraging behaviour of honey bee 

colonies. The model is composed of three important 

elements: employed and unemployed foragers, and 

food sources. The employed and unemployed 

foragers are the first two elements, while the third 

element is the rich food sources close to their hive. 

The two leading modes of behaviour are also 

described by the model. These behaviours are 

necessary for self -organization and collective 

intelligence: recruitment of forager bees to rich food 

sources, resulting in positive feedback and 

simultaneously, the abandonment of poor sources by 

foragers, which causes negative feedback [16]. 

 The ABC consists of three groups of 

artificial bees: employed foragers, onlookers and 

scouts. The employed bees comprise the first half of 

the colony whereas the second half consists of the 

onlookers. The employed bees link to particular food 

sources. In other words, the number of employed 

bees is equal to the number of food sources for the 

hive. The onlookers observe the dance of the 

employed bees within the hive, to select a food 

source, whereas scouts search randomly for new 

food sources. Analogously in the optimization 

context, the number of food sources (that is the 

employed or onlooker bees) in ABC algorithm, is 

equivalent to the number of solutions in the 

population. Moreover, the position of a food source 

R(s) 

  

Feedback 

 

PID Controller 

 

C(s) 

 
6.3223(𝑠 + 1.4235)2

𝑠
 

1

[s(s + 1)(s + 5)]
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signifies the position of a promising solution to the 

optimization problem, whereas the value of nectar of 

a food source represents the fitness cost (quality) of 

the associated solution. 

 
 

Figure 7: Flow diagram of ABC algorithm 

 

The search cycle of ABC consists of three rules: 

1. Sending the employed bees to a food 

source and evaluating the nectar quality. 

2. Onlookers choosing the food sources after 

obtaining information from employing 

bees and calculating the nectar quality 

3. Determining the scout bees and sending 

them on to possible food sources. 

 

The procedure of ABC could be described in the 

following seven steps: 

 

Start 

Input data 

 

Parameter Initialization 

 

Evaluate the fitness function for each employed bee using 

1/(1 + 𝑝𝑜𝑤𝑒𝑟 𝑙𝑜𝑠𝑠) 

Generation of new population in the neighbourhood of employed 

bees using 𝑣𝑖𝑗 = 𝑥𝑖𝑗 + 𝑢 𝑥𝑖𝑗 − 𝑥𝑘𝑗 𝑎𝑛𝑑 𝑘 = 1 

 

Is radiality constraint 

violating 

Assign onlooker bees according to probabilities calculated and evaluate the fitness values 

Probabilities calculation for fitness values of employed bees using 𝑝𝑗 =
 𝑓 𝑥𝑗 

 𝑓(𝑥𝑘)
𝑆𝑁
𝑘=1

 

 

Apply greedy selection process to select best solutions 

Remember best solution: 𝐶𝑦𝑐𝑙𝑒 = 𝑐𝑦𝑐𝑙𝑒 + 1 

Is  

𝐶𝑦𝑐𝑙𝑒 > 𝑀𝑁𝐶 
Print result 

𝑘 = 𝑘 + 1 
No 

Yes 
 

Yes 
 

No 

Start 
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1. Initialization of ABC and optimization problem 

parameters 

 

In general, optimization problem could be 

formulated as follows: 

Where 𝑓(𝑥) is the objective function to be 

minimized; 𝑥 is the set of decision variables {𝑥𝑖  |𝑖 =

 1, . . . , 𝑁}. 𝑋 is the possible range for each decision 

variable, where 𝑋 =  {𝑋1 , 𝑋2 , . . . , 𝑋𝑁 } and 𝑋𝑖  ∈

 (𝐿𝐵𝑖  , 𝑈𝐵𝑖  ) and 𝐿𝐵𝑖  and 𝑈𝐵𝑖  are the lower and 

upper bound values for the variable 𝑥𝑖 . N represents 

the number of decision variables and, 𝑔(𝑥) and ℎ(𝑥) 

are the inequality and equality constraints, 

correspondingly. 

Additionally, ABC consists of three control 

parameters: 

1. Population size (SN) is the number of food 

sources (or solutions) in the population. SN 

is equal to the number of employed bees or 

onlooker bees. 

2. Maximum Cycle Number (MCN) refers to 

the maximum number of generations. 

3. The limit is used to diversify the search, to 

determine the number of allowable 

generations for which each non-improved 

food source is to be abandoned. 

 

2. Initialization of the Food Source Memory (FSM) 

 

The Food Source Memory (FSM) is an augmented 

matrix of size 𝑆𝑁 × 𝑁 comprised in each row, a 

vector representing a food source as in equation 

(16). Note that the vectors in the FSM are sorted in 

ascending order, according to proximity cost 

function values. 

𝐹𝑆𝑀 =

[
 
 
 
 
𝑥1(1)

𝑥2(2).
.

𝑥𝑆𝑁(1)

𝑥1(1)

𝑥2(2).
.

𝑥𝑆𝑁(1)

.

..

.

.

𝑥1(1)

𝑥2(2).
.

𝑥𝑆𝑁(1)]
 
 
 
 

[
 
 
 
 
𝑓(𝑥1)

𝑓(𝑥2).
.

𝑓(𝑥𝑆𝑁)]
 
 
 
 

 

(16) 

Generally, each vector is generated as follows: 

𝑥𝑗(𝑖) = 𝐿𝐵𝑖 + ( 𝑈𝐵𝑖 − 𝐿𝐵𝑖  ) × 𝑟 

∀𝑗∈ (1,2, . . , 𝑆𝑁), ∀𝑖∈ (1,2, . . , 𝑁) 

(17) 

Note that 𝑟~(0,1) generates a uniform random 

number between 0 and 1. 

 

3. Assigning employed bees to the food sources 

 

In this step, each employee bee is assigned to its food 

source and in turn, a new one is generated from its 

neighbouring solution, using equation (18) as is 

shown in algorithm (1): 

𝑥 ,(𝑖) = 𝑥𝑗(𝑖) ± 𝑟 (𝑥𝑗(𝑖) − 𝑥𝑘(𝑖)) 

∀𝑘 ∈ (1,2, . . , 𝑆𝑁)  𝑘 ≠ 𝑗𝑎𝑛𝑑 𝑟~(0,1) 

(18) 

Algorithm (1): Employed Bee Phase 

1. 𝑓𝑜𝑟 𝑗 = 1,2, . . , 𝑆𝑁 𝑑𝑜 

2. 𝑓𝑜𝑟 𝑖 = 1,2, . . , 𝑆𝑁 𝑑𝑜  

3. 𝑥 ,(𝑖) = 𝑥𝑗(𝑖) ± 𝑟 (𝑥𝑗(𝑖) − 𝑥𝑘(𝑖))           

∀𝑘 ∈ (1,2, . . , 𝑆𝑁)  𝑘 ≠ 𝑗𝑎𝑛𝑑 𝑟~(0,1) 

4. 𝑒𝑛𝑑  

5. 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑓(𝑥𝑖) 

6. 𝑖𝑓  𝑓 (𝑥 ,) ≤ 𝑓(𝑥𝑖)  𝑡ℎ𝑒𝑛 

7. 𝑥𝑖 = 𝑥 , 

8. 𝑓(𝑥𝑖) = 𝑓 (𝑥 ,) 

9. 𝑒𝑛𝑑 𝑖𝑓 

10. 𝑒𝑛𝑑 𝑓𝑜𝑟 

 

4. Sending the onlooker bees  

 

The onlooker bee has the same number of food 

sources as the employed. It initially calculates the 

selection probability of each food source generated 

by the employed bee in the previous step. The fittest 

food source is selected by the onlooker, using 

Roulette Wheel selection mechanism. The process 

of selection at the onlooker phase works as follows: 

1. Assign for each employed bee a selection 

probability 𝑝𝑗 as follows: 

𝑝𝑗 =
 𝑓 𝑥𝑗 

 𝑓(𝑥𝑘)
𝑆𝑁
𝑘=1

 

(19) 

2. The food source of the employed bee with 

the highest fitness is selected by the 

onlooker bee, based on its selection 

probability and adjusted as shown in the 

algorithm (2). 

In the algorithm, 𝑠𝑢𝑚_𝑝𝑟𝑜𝑏 is the accumulated 

probability of all the employed bees; where the 

𝑠𝑢𝑚_𝑝𝑟𝑜𝑏 of solution 𝑥𝑗; {𝑗 = 1,2, . . , 𝑆𝑁} is unity 

Algorithm (2): Onlooker Bee Phase 

1. 𝑓𝑜𝑟 𝑖 = 1,2, . . , 𝑆𝑁 𝑑𝑜 

2.      𝑟~(0,1) 
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3.      𝑠𝑢𝑚_𝑝𝑟𝑜𝑏 = 0  

4.       𝑗 = 0 

5.    𝑤ℎ𝑖𝑙𝑒 (𝑠𝑢𝑚_𝑝𝑟𝑜𝑏 ≤ 𝑟) 𝑑𝑜 

6.        𝑠𝑢𝑚_𝑝𝑟𝑜𝑏 = 𝑠𝑢𝑚_𝑝𝑟𝑜𝑏 + 𝑝𝑗 

7.         𝑗 = 𝑗 + 1 

8.    𝑓𝑜𝑟 𝑖 = 1,2, . . , 𝑆𝑁 𝑑𝑜 

9.       𝑥 ,(𝑖) = 𝑥𝑗(𝑖) ± 𝑟 (𝑥𝑗(𝑖) − 𝑥𝑗(𝑚))      ∀𝑚 ∈

(1,2, . . , 𝑆𝑁)   

10.   𝑒𝑛𝑑 𝑓𝑜𝑟 

11.    𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑓(𝑥𝑗) 

12. 𝑖𝑓 (𝑓 (𝑥 ,) ≤ 𝑓 𝑥𝑗 )  𝑡ℎ𝑒𝑛 

13.      𝑥𝑗 =  𝑥 ,
𝑗 

14.          𝑓  𝑥𝑗 ≤ 𝑓  𝑥 ,
𝑗  𝑡ℎ𝑒𝑛 

15.     𝑒𝑛𝑑 𝑖𝑓 

16.     𝑒𝑛𝑑 𝑓𝑜𝑟 

 

5. Sending the Scout to search for possible new food 

sources  

 

The scout bee carries out a random search to replace 

the abandoned food sources, using equation (17). 

The abundant food source is one that cannot be 

improved upon after a certain number of cycles, as 

determined by the limit parameter. Algorithm (3) 

describes the process of the scout bee; 

In algorithm (3), Scout (i) is a vector of size (SN), 

which contain information related to the 

improvement in any of the food sources during 

search. 

Algorithm (3): Scout Bee Phase 

1.    𝑓𝑜𝑟 𝑖 = 1,2, . . , 𝑆𝑁 𝑑𝑜 

2.        𝑖𝑓   (𝑠𝑐𝑜𝑢𝑡(𝑖) = 𝑙𝑖𝑚𝑖𝑡)   𝑡ℎ𝑒𝑛 

3.        𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒   𝑥𝑗   𝑢𝑠𝑖𝑛𝑔 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛  (17) 

4.     𝑒𝑛𝑑 𝑖𝑓  

5.    𝑒𝑛𝑑 𝑓𝑜𝑟   

 

6. Memorizing the best food source  

 

This involves memorizing the fitness and position of 

the best food source, 𝑥𝑏𝑒𝑠𝑡 found so far in FSM. 

 

7. Stop condition 

 

Steps 3 to 6 are repeated until a stop criterion is met. 

This is originally determined by the MCN value. 

 

IV. SIMULATION AND RESULTS 

 
 

Figure 8: Response of DC Motor by Zeigler Nichols method 

 

 
 

Figure 9: Response of DC Motor by Artificial Bee Colony 

(ABC) Algorithm 

 

 
 

Figure 10: Comparison of DC Motor Response by Zeigler 

Nichols method and Artificial Bee Colony (ABC) algorithm 
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Table 3: Comparison of result 

 Z-N ABC 

Rise Time (Sec.) 0.038557 0.031884 

Settling Time (Sec.) 0.736871 0.299073 

Overshoot 

(Amplitude Unit) 

53.671479 33.148262 

 

From Table 3, it is found that the overall system 

gives better response (in terms of Rise Time, 

Settling Time and Overshoot) when tuned by 

Artificial Bee Colony Algorithm compared to 

classical Ziegler Nichols Method (See Figure 10). 

 

V. CONCLUSION 

The outcome of paper is that the designed PID with 

Artificial Bee Colony (ABC) has much faster 

response than the response of the classical Ziegler 

Nichols method. The classical method is good for 

giving us as the starting point of what are the PID 

values. However the ABC designed PID with DC 

motor is much better in terms of the rise time and the 

settling time than the conventional method. Finally 

the Artificial Bee Colony algorithm provides much 

better results compared to the conventional methods. 

And also the error associated with the ABC based 

PID is much lesser than the error calculated in the 

conventional scheme. In this paper, implementation 

of the Artificial Bee Colony algorithm based PID 

controller for the DC motor position control system 

is covered.    
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