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Abstract – Climatic forecasting of the rainfall field is a 

key aspect of meteorology. Rainfall is a variable 

associated with natural disasters (droughts and floods) 

and agricultural crops, with impacts on the tourism 

and transport sectors. However, this meteorological 

variable is difficult to predict, due to the great 

temporal and spatial variability (discontinuous 

variable). This paper uses Probability Density 

Function (PDF) followed by the min-max 

normalization for the pre-processing of the Kaggle 

Indian Rainfall Dataset. The selection of attributes is 

achieved by Principal Component Analysis (PCA) 

followed by the classification using Cultural Algorithm 

Optimized Neural Network Classifier.. 
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I. INTRODUCTION 

Rainfall is the amount of water that falls to the 

earth's surface and comes from atmospheric 

humidity, either in a liquid state (drizzle and rain) or 

in a solid state (frost, snow, hail). Rainfall is one of 

the most important meteorological processes for 

Hydrology, and together with evaporation they 

constitute the way in which the atmosphere interacts 

with surface water in the hydrological cycle of water 

[1]. 

Evaporation from the ocean surface is the main 

source of moisture for rainfall, it can be said that it 

is 90% of the rainfall that falls on the continent. 

However, the greatest amount of rainfall does not 

necessarily fall on the oceans, since atmospheric 

circulation transports humidity for great distances, 

as evidence of this, some desert islands can be 

observed. The location of a region with respect to 

atmospheric circulation, its latitude and distance to a 

source of humidity are mainly responsible for its 

climate [2]. 

Concerns about climate change are growing in the 

scientific community. Amid the great prominence 

that the climate and its changes have been presenting 

in the last decade, scientists from all over the world 

are trying to understand the nature of the changes 

that are likely to occur, as well as the possible 

impacts that they can cause for society in general [3]. 

The dependence on climatic factors motivated the 

development of this work, whose objective is to 

carry out the climatic forecast of the rainfall field 

using cultural algorithm optimized neural network 

classifier. 

A. Prediction and Estimation Techniques 

There are numerous forecasting techniques with 

different forecast times and valid for areas of 

different sizes. As already mentioned, satellite 

images are an important tool in these techniques and 

are present in most of them [4]. 

The rainfall prediction and estimation techniques 

that mainly use satellite images can be divided into 

four categories [5]: 

 

 Cloud Indexing: They are based on the fact that 

it is relatively easy to identify cloud types in 

the satellite images and a rainfall intensity is 

assigned to each cloud type taking into account 

the time that it remains above the observatory 

[6]. 

 Bispectral Techniques: They combine the 

information from the two VIS and IR channels 

taking into account that cold clouds (in the IR 

channel) and bright clouds (in the VIS channel) 

are the ones that produce the most rain. 

 Life Cycle Techniques: They are based on the 

fact that the amount of rain from a cloud, 

especially from a convective cloud, is a 

function of the stage of its life cycle in which it 

is located. These techniques use geostationary 

satellite images given their high temporal 

resolution [7]. 

 Cloud Model Techniques: They incorporate 

the physical information of the cloud system 
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and the environmental conditions that surround 

it. As these techniques are the most complete 

in terms of the amount of information used, 

they are the ones used in this work, bearing in 

mind that it is intended to make a prediction 

and monitoring of heavy rains in a short period 

of time and that in the Mediterranean area, the 

systems evolve quite rapidly, (between 3 and 

24 hours, with an average of 11.5 hours) [8]. 

 Machine Learning based Techniques: The 

dynamic nature of statistical methods for 

rainfall prediction does not provide the 

estimated accuracy. Nonlinearity of rainfall 

data makes machine learning based techniques 

better as compared to conventional methods of 

rainfall forecasting [9] [10].  

 

This paper proposes a predictive climate forecasting 

model for the rainfall field using PCA and cultural 

algorithm optimized neural network for calculating 

similarity score for performance evaluation. 

 

II. PROPOSED METHODOLOGY  

 

Figure 1 shows the flow of proposed research work. 

 

 
 

Figure 1: Proposed flow diagram 

 

A. Data Pre-processing 

1) Probability Density Function (PDF) 

The categorical data from the dataset is converted 

into the numerical form using the probability 

distribution function given by: 

𝑓(𝑥) =
1

√2𝜋𝜎(𝑥−𝜆)
exp {−

[ln(𝑥−𝜆)−𝜇]2

2𝜎2 } ,   𝑥 > 𝜆, 𝜎 >

0  (1) 

 

2) Normalization by Min-Max Approach 

Min-Max Normalization performs a linear 

transformation on the original data x into the 

specified interval (𝑁𝑒𝑤𝑚𝑖𝑛 , 𝑁𝑒𝑤𝑚𝑎𝑥). 

 

𝑥𝑖 = 𝑁𝑒𝑤𝑚𝑖𝑛 + (𝑁𝑒𝑤𝑚𝑎𝑥 − 𝑁𝑒𝑤𝑚𝑖𝑛)

× (
𝑥𝑖 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

) 

(2) 

𝑥𝑚𝑎𝑥 = max
1≤𝑖≤𝑁

𝑥𝑖 , 𝑥𝑚𝑖𝑛 = min
1≤𝑖≤𝑁

𝑥𝑖  

  (3) 

 

This method scales the data from (𝑥𝑚𝑖𝑛 , 𝑥𝑚𝑎𝑥) to 

(𝑁𝑒𝑤𝑚𝑖𝑛 , 𝑁𝑒𝑤𝑚𝑎𝑥) in proportion. The advantage of 

this method is that it preserves all relationships of 

the data values exactly. It does not introduce any 

potential bias into the data. 

 

B. Attributes Selection 

The development of technology and the propagation 

of computer systems in the most varied domains of 

knowledge have contributed to the generation and 

storage of a constantly increasing amount of data at 

a higher speed that we are able to process. In general, 

the main reason for storing this huge amount of data 

is the use of it for the benefit of humanity. Several 

areas have been dedicated to research and the 

proposal of methods and processes to treat this data. 

To achieve this goal, models (hypotheses) are 

usually built, which can be generated with the 

support of different areas such as machine learning. 

PCA is a technique that exploits the aspect 

geometric and graphical representations of a set of 

data called observations, in order to study its 

variability and its dispersion in the space in which it 

is represented. Let 𝑃 be a data set with 𝑚 

quantitative variables having 𝑛 units (often denoted 

individuals), defined by equation: 

 

𝑃 =

[
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                                  ↓ 

                   𝑝.1    𝑝.2    …    𝑝.𝑗    …   𝑝.𝑚 

  

Starting from its matrix write, we can rewrite the 

dataset 𝑃 in two vectorial forms (Equation 5): the 

Dataset 

Data Pre-processing 
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numerical by Probability Density 

Function (PDF) 

Normalization by Min-Max 

 

Classification using Cultural Algorithm Optimized 

Neural Network 

Attribute Selection using PCA 
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vertical vector is composed of a set of points where 

each point, denoted as 𝑝𝑖., is of dimension 𝑚. The 

horizontal vector is the second vector form and is 

made up of a set of points where each, noted 𝑝.𝑗, is 

of dimension 𝑛. Note that 𝑡 denotes the transposed 

function. The points 𝑝.𝑖 and 𝑝.𝑗 can be given by the 

following equations: 

 

𝑝.𝑗 = (𝑝1j
𝑝𝑛𝑗

)
(1≤𝑗≤𝑚)

                      (5) 

And 

𝑝.𝑖 = (𝑝𝑖1
𝑝𝑖𝑚

)
(1≤𝑖≤𝑛)

          (6) 

 

Where 𝑖 and 𝑗 indicate the individual and the 

variable respectively. 

 

C. Classification by Neural Network  

A set of machine learning algorithm will be used for 

the classification: 

In this work, different structures of neural networks 

with a hidden layer were tested, starting from a 

number of neurons equal to the average between the 

number of inputs and the number of outputs. Then 

the number of neurons in said layer was gradually 

increased until obtaining the most recommended 

structure for rainfall prediction. The selection of the 

best network structure is made considering the 

following evaluation measures inside and outside 

the sample: RMSE (Root Mean Square Error) and 

the MAPE (Mean Absolute Percentage Error), 

calculated using following equations. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑡

′ − 𝑦𝑡)
2𝑛

𝑡=1  (7) 

𝑀𝐴𝑃𝐸 =
100

𝑛
∑ |

𝑦𝑡
′−𝑦𝑡

𝑦𝑡
|𝑛

𝑡=1    (8) 

 

Where 𝑛 is the number of observations considered, 

and 𝑡 is the real price and 𝑦𝑡
′ is the price estimated 

by the model. 

 

Fitness Function: The fitness function is a function 

of weight and bias with the objective of minimizing 

the mean square error between the predicted and 

target classes of the training data. 

min 𝐹(𝑤, 𝑣) = ∑ [𝑐𝑡 − (𝑤𝑥𝑡 + 𝑣)]2𝑞
𝑡=1      (9) 

Where, 𝑥𝑡 is input and 𝑐𝑡 is target output.     

Fitness function in equation (9) is minimized using 

Cultural Algorithm to optimized weight and bias 

values. 

 

1) Cultural Algorithm 

Cultural algorithms were initially developed by 

Robert Reynolds [11], as an extension of 

evolutionary algorithms. Its operation, represented 

in Figure 2, is explained in the following model. The 

algorithm operates in two spaces, the population 

space and the belief space. In the first space there are 

a number of individuals, where each one has a set of 

characteristics independent of the others, each 

individual is evaluated according to the fitness 

function, as in any evolutionary algorithm. Over 

time, these individuals can be replaced by some of 

their descendants. The second space is where the 

knowledge acquired by individuals through the 

generations is stored. The information found in this 

space must be available to any individual. The belief 

space is updated after each iteration by the best 

individuals in the population, the knowledge 

categories of the belief space can affect the 

population component through influence, which can 

affect the population by altering the genome or the 

actions of individuals. To unite both spaces, a 

communication protocol is established that dictates 

the rules of the type of information that must be 

exchanged between the spaces. 

 
Figure 2: Structure for cultural algorithm [12] 

 

The pseudo-code used for cultural algorithms is as 

follows: 

1. Initialize the population space 

2. Initialize belief space 

3. Repeat until the end condition is met 

a. Carry out the actions of individuals in 

the population space 

b. Evaluate each individual by using the 

fitness function 

c. Select parents to reproduce a new 

generation of offspring 

d. Letting the belief space alter the 

offspring's genome by using the 

influence function 

e. Update the belief space by using the 

acceptance function, leaving the best 

individuals to affect the belief space. 
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III. SIMULATION RESULTS 

 
 

Figure 3: Rainfall prediction output using Neural Network 

 

 

 
 

Figure 4: Comparative graph for predicted and actual rainfall 
using Neural Network 

 

 

 
 

Figure 5: Comparative graph for predicted and actual rainfall 

using Cultural-NN 
 

 
Figure 6: Mean squared error graph for Neural Network 

 

 
Figure 7: Gradient, mu and validation graph for Neural Network 

 
Figure 8: Neural network output 

 

Table 1: Evaluation measures of neural network approach 
  

MA

E 

MSE RM

SE 

MA

RE 

MS

RE 

 RM

SRE 

MA

PE 

RM

SPE 

76.1

988 

9.1512

e+03 

95.6

617 

0.0

650 

0.0

068 

 0.08

26 

6.5

008 

8.25

52 

 

Current MAPE (Mean Absolute Percent Error):  

0.312% 



IJDACR 

 ISSN: 2319-4863 

 
International Journal of Digital Application & Contemporary Research 

Website: www.ijdacr.com (Volume 8, Issue 10, May 2020) 

 
Figure 9: Comparative graph for predicted and actual rainfall 

using PCA-NN 
 

Table 2: Evaluation measures of PCA-NN approach  

 
MA

E 

MSE RMS

E 

MA

RE 

MS

RE 

RMS

RE 

MA

PE 

RMS

PE 

75.2

673 

9.9006

e+03 

99.5

019 

0.06

44 

0.00

75 

0.08

67 

6.44

15 

8.67

09 

 

Current MAPE (Mean Absolute Percent Error):  

6.441% 

 

IV. CONCLUSION 

The model presented took a greater step in research 

in the area of rainfall estimation, by exploring more 

than one model of neural network in various 

combinations of configurations of input variables, 

seeking the best set of input variables that minimizes 

the error of the input rainfall data of the Kaggle 

Database [13]. Thus, the NN and Cultural Algorithm 

optimized neural networks were evaluated. 

In general, it is known that, as the forecast horizon 

increases, the predictive capacity of any model 

deteriorates. Therefore, in the proposed model it is 

natural to expect that, for a given dataset, the mean 

absolute percentage error (MAPE) will increase as 

the forecast horizon grows. 

These results confirm that the CA-optimized neural 

network outperforms the other approach. 

It is intended, as future work, to carry out tests with 

hybrid, neural-statistical models, with the objective 

of obtaining even more accurate predictions. 
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